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Abstract— Air pollution has become a worldwide concerned
issue and automatical estimation of air quality can provide a
positive guidance to both individual and industrial behaviors.
Given that the traditional instrument-based method requires high
economic, labor costs on instrument purchase and maintenance,
this paper proposes an effective, efficient, and cheap photo-based
method for the air quality estimation in the case of particulate
matter (PM2.5). The success of the proposed method lies in
extracting two categories of features (including the gradient
similarity and distribution shape of pixel values in the saturation
map) by observing the photo appearances captured under dif-
ferent PM2.5 concentrations. Specifically, the gradient similarity
is extracted to measure the structural information loss with the
consideration that PM2.5 attenuates the light rays emitted from
the objects and accordingly distorts the structures of the formed
photo. Meanwhile, the saturation map is fit by the Weibull distri-
bution to quantify the color information loss. By combining two
features, a primary PM2.5 concentration estimator is obtained.
Next, a nonlinear function is adopted to map the primary one
to the real PM2.5 concentration. Sufficient experiments on real
data captured by professional PM2.5 instrument demonstrate the
effectiveness and efficiency of the proposed method. Specifically,
it is highly consistent with real sensor’s measures and requires
low implementation time.

Index Terms— Air quality estimation, gradient similarity,
photo-based, PM2.5 concentration, saturation map.

I. INTRODUCTION

IN THE past decades, frustrating environmental change
has appeared due to the excessive pursuit of rapid eco-

nomic development as well as forward urbanization and
industrialization. Among those environmental problems, air
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Fig. 1. Examples of various PM2.5 detection and measurement equipment.

pollution, known as one of the most relevant factors that
endanger people’s health, has been greatly aroused the crisis
awareness [1]–[3]. Nowadays, the air quality index monitored
individually or officially is almost the necessity before resi-
dents going out in major cities in China [4], [5].

Broadly, the air pollutants can be divided into the gaseous
pollutant and aerosol pollutant. Typical gaseous pollutants
includes the sulfur dioxide, nitrogen oxide, and carbon
monoxide [6], [7]. According to the differences of physical
properties, the aerosol pollutant can be classified into dust,
fume, fly ash, smoke, fog, etc [8]. It is worth noting that the
fine particulate matter (PM2.5) with the aerodynamic diame-
ters of 2.5 μm or less can be suspended in the air for a long
period of time and is easy to intrude into the lungs, thereby
threatening the health by transmitting virus and hazardous
chemicals into the human bodies. To monitor or measure the
degree of PM2.5 concentration, many electronic instruments
and sensors are designed and applied into the daily life. Some
examples are shown in Fig. 1. The success of this equipment
rests with the reasonable usage of physicochemical properties
of PM2.5 [9]. Clearly, a high-precision instrument or sensor
provides more precise results than a general one. However,
it inevitably requires high economic costs on instrument pur-
chase and setup as well as massive labor costs on instrument
maintenance, thereby limiting the application range of these
equipment. It is meaningful to design more handy solutions
for resident reference [10], [11].

In the literature, the cooperation of electronic imag-
ing equipment and computer platforms provides us a new
thought that we can monitor and gauge physical events
(e.g., medical diagnosis [12], quality evaluation [13]–[17], tar-
get detection [18], [19], and content edit [20]) in a relatively
affordable and precise way [21]. Nowadays, smartphones are
with high-quality imaging ability and high operating speed
and gradually become one of the most needful elements in
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daily life. With a smartphone, one can describe and record the
scenes around us anytime and share the image with others
easily. To some extent, the above facts naturally motivate
the generation of ideas that the air quality in the case
of PM2.5 concentration can be estimated by analyzing the
characteristics of captured images. Although the idea is very
attractive, it is not an easy task but full of challenges and
difficulties. To date, only very few attempts have devoted in
this way. For example, Wang et al. [22] proposed a pioneering
work to estimate the PM2.5 concentration by computing the
coefficient of light extinction from the color image. In [23],
the transmission matrix was first estimated and, in parallel,
the depth map was calculated via deep convolutional neural
fields. Then, the PM2.5 concentration was computed by incor-
porating these two parts. Liu et al. [24] attempted to estimate
the PM2.5 concentration by extracting six image features.
Specifically, the image transmission feature was first extracted
according to the dark channel prior. Then, the contrast and
entropy were captured to reflect the image clarity. Next,
the solar zenith angle was estimated. In addition, the sky
color and region were analyzed to consider the weather
influence. Finally, all these features were pooled together via
a regression function learned by support vector regressor to
infer the PM2.5 concentration. Pan et al. [25] proposed a
two-stage air quality prediction scheme. First, the haziness of
an image was estimated. Then, the haziness map was feeded
into a convolutional neural network to estimate the air quality.
In [26], an air quality estimation model was built by operating
on statistics computed from the pixel color values of the sky
regions, which were automatically detected via deep learning.

According to the discussions above, it is clear that the
photo-based PM2.5 concentration estimation is still in its
infancy and some limitations exist. On the one hand, some
methods based on handcraft features require the weather, sky
region, or depth information beforehand, which hinders the
automatical ability and, thus, largely limits their application
scopes. On the other hand, all these learning-based methods
highly rely on the training data set, which indicates that the
sample distribution and size of the data set may play a direct
role in the performance of the learned model. In practical
applications, an automatical, effective, and efficient method
is more in demand.

In this paper, we propose a novel photo-based PM2.5 con-
centration estimation method. Experimental results on real
captured data demonstrate its effectiveness and efficiency.
The proposed method presents three major contributions.
First, compared with aforementioned photo-based methods,
the proposed one is completely blind, indicating that it is
able to be implemented anytime without pretrain procedure
beforehand. Meanwhile, it does not rely on any additional
auxiliary information (e.g., depth information and camera
position) but addresses the PM2.5 concentration estimation
problem via simple analysis of image characteristics. Second,
through comparisons, we find that the saturation channel
has different appearances between images captured under
different PM2.5 concentrations. The proposed method grasps
this observation and estimates the PM2.5 concentration by
extracting the intensity distribution shape of saturation map

Fig. 2. Simple illustration of the reached radiance of the smartphone camera
for imaging.

and calculating the gradient similarity between it and the
gray-scale map. Specifically, the PM2.5 concentration is esti-
mated by combining these two parts followed by a nonlinear
mapping procedure. Third, the proposed method requires lower
run time than competing methods.

The remainder of this paper is arranged as follows.
Section II illustrates the characteristics of images captured
under diverse PM2.5 concentrations and introduces the pro-
posed method in detail. In Section III, extensive experiments
are conducted to validate the effectiveness of the proposed
method as well as make comparisons with the state-of-the-art
relevant estimation methods. Besides, some discussions and
analyses are also presented in Section III. Finally, the conclu-
sion is given in Section IV.

II. OBSERVATIONS AND THE PROPOSED METHOD

In this section, we first present several observations regrad-
ing images captured under different PM2.5 concentrations,
based on which, we then propose a novel PM2.5 concentration
estimation method. More details are given in the following.

A. Observations

The successful and broad usage of electronic cameras
fundamentally benefits from subtly utilizing the principle of
small hole imaging. Generally, the imaging procedure has two
stages. First, the light rays of the object transmit through
the lens. Then, the photosensitive materials (e.g., the film
and complementary metal–oxide–semiconductor) inside the
camera capture the rays and accordingly form the image
by chemical or photoelectric reaction. Clearly, the light rays
determine the type and content of the formed image. In real
scenes, the captured image consists of multiple objects, such
as buildings, animals, plants, sky, and water. The light rays
emitted from them are transmitted into the lens through
the air. Ideally, the formed image can well record the real
appearance of those objects with the hypothesis that the air
has no impact on the light rays’ transmission. However, such
a hypothesis is no longer established in the case of particle
pollution. To illustrate this, one simple schematic is given
in Fig. 2, where the black dot denotes the particle. For the
sake of discrimination, the airlight, light emitted by objects,
and light scattered by particles are depicted in blue, red, and
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Fig. 3. Comparisons between photographs captured under high and low
PM2.5 concentrations. (a) Mixed sample photograph, and (b) and (c) its
saturation and gray-scale maps, respectively. (d) and (e) Gradient maps
of (c) and (b), respectively. (f) Gradient similarity map between (b) and (c).

black, respectively. In the case of pollution, the air is suffused
with a number of suspended particles, which attenuate the light
transmission greatly. The attenuation of light transmission via
scattering can be expressed by the Beer–Lambert law, which
indicates that the particle size and concentration have a direct
impact on the attenuation degree. Specifically, these suspended
particles interact with light rays in the form of scattering,
including Rayleigh scattering and Mie scattering [27]. If the
size of particles is much smaller than the wavelength of the
light ray, Rayleigh scattering dominates and is responsible
for the blue color of the sky. Conversely, the Mie scattering
occurs and tends to produce a white glare around the sun when
the size of particles is comparable to the wavelength of the
light ray. As a result, the appearance (e.g., structure, bright-
ness, and color saturation) of the captured image is greatly
affected by the combination of the Rayleigh scattering and
Mie scattering [24], [27]. Obviously, denser concentration of
particles would cause a severe attenuation of light transmission
and accordingly affect more on image characteristics.

Fig. 3(a)1 provides an intuitive illustration of suspended
particles’ impact on the imaging effect. The left and right
halves of the photograph are captured outdoors under dif-
ferent PM2.5 concentrations. Specifically, the left half has
a high PM2.5 concentration while the right half has a low
PM2.5 concentration. Since it is almost symmetric, Fig. 3(a)

1The photograph is downloaded from Internet and the copyright belongs to
its rightful owners. No copyright infringement is intended.

is one ideal choice for comparisons by avoiding the con-
tent impact. Clearly, the photograph captured in the high
PM2.5 concentration loses some details (with low contrast)
and colorfulness compared to that captured in the low
PM2.5 concentration [28], [29]. Moreover, we also decom-
pose the color image into hue, saturation, and value maps.
Much to our excitation, these three maps exhibit entirely dif-
ferent appearances in the case of diverse air quality conditions.
Among them, the one attracting our attention most is the
saturation map, as shown in Fig. 3(b). By observing Fig. 3(b)
carefully, one can find that the saturation map is lack of struc-
tural information, and its pixel values tend to be 0 under a high
PM2.5 concentration. In contrast, the saturation map preserves
main structures, and its pixel values disperse throughout the
intensity range in the case of a low PM2.5 concentration.
Overall, the PM2.5 concentration affects the imaging effect,
and a higher concentration produces severe impacts on the
image appearance. Actually, the difference between the left
and right halves of Fig. 3(a) is the result of the combination of
multiple suspended particles’ impacts on the light scattering.
In this paper, we simply assume that the PM2.5 concentration
is a good indicator for reflecting the total suspended particles,
and a high concentration denotes a high total suspended
particle degree. In this sense, the characteristics (e.g., structure
and color saturation) of the captured photograph can be used
to estimate the PM2.5 concentration.

B. Proposed PM2.5 Concentration Estimation Method

According to the aforementioned observations, we propose
a novel photograph-based PM2.5 concentration estimation
method in this section. Specifically, the proposed method aims
to tackle this estimation problem in two aspects.

How to measure the structural information loss is the first
considered aspect. One simple and direct way is calculating the
gradient map, which has been broadly used in image process-
ing for reflecting structures [30]–[32]. However, images are
with diverse contents and structures, directly applying the
gradient information for PM2.5 concentration estimation may
cause the performance bias. Fortunately, studies on image
quality assessment state that calculating the structural similar-
ity between one high-quality image and its corrupted version
can effectively avoid the content’s impact [33]–[35]. Although
attractive, it is hard to obtain the associated clean image
without influence from particles when capturing an image in
the case of particle pollution. Here, we propose an alternative
way to quantify the structural similarity and use it to measure
structural information loss.

Fig. 3(c) shows the gray-scale map of Fig. 3(a). It is obvious
that the main structures of objects (such as the building
and characters’ silhouette) are preserved under both high and
low PM2.5 concentrations. By contrast, the appearances of
saturation maps under two conditions are at opposite poles,
as shown in Fig. 3(b). Clearly, the one in the case of the high
concentration almost loses all the structural information, while
the one under the low concentration still contains the main
structures. The comparison results between Fig. 3(b) and (c)
inspire us to quantify the structural information loss by



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

4 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT

computing the gradient similarity between them. Specifically,
given an RGB-format color image I , we first converted it into
the gray-scale format J

J (x, y) = rgb2gray(I (x, y)) (1)

where rgb2gray(·) is the operator to transform color image
into gray-scale map. x and y are pixel indices in horizontal
and vertical directions, respectively. Then, we decompose I to
obtain the saturation map S

S(x, y) =
⎧
⎨

⎩

M(x, y) − N(x, y)

M(x, y)
, if M(x, y) �= 0

0, otherwise
(2)

where M(x, y) = max[R(x, y), G(x, y), B(x, y)] is the maxi-
mum value calculated by the maximum operator max[·] among
three color channels (i.e., R, G, and B). Likewise, N(x, y) =
min[R(x, y), G(x, y), B(x, y)] is the minimum value com-
puted by the minimum operator min[·]. Next, the gradient
map of the gray-scale and saturation maps are computed as
follows2:

�
G J (x, y) = [(J (x, y) ⊗ px)

2 + (J (x, y) ⊗ py)
2] 1

2

GS(x, y) = [(S(x, y) ⊗ px)
2 + (S(x, y) ⊗ py)

2] 1
2

(3)

where ⊗ is the convolution operator. px and py are filter ker-
nels in horizontal and vertical directions, respectively. In this
paper, we adopt the Prewitt filters due to their simplicity.
Formally, they are defined as follows:

px =
⎡

⎣
1/3 0 −1/3
1/3 0 −1/3
1/3 0 −1/3

⎤

⎦ , py = pT
x (4)

where T denotes the transpose operation. Fig. 3(d)–(e) depicts
the obtained gradient maps. As seen, the gradient map
[Fig. 3(d)] obtained from the gray-scale map can well portray
main structures of photographs captured in both PM2.5 con-
centrations. In contrast, the gradient map [Fig. 3(e)] obtained
from the saturation map exhibits different appearances. Specif-
ically, the left half of Fig. 3(e) presents flat appearance, while
the right one preserves main structures. This directly illustrates
the particles’ impact on structural corruption. To better distin-
guish the difference between two gradient maps, the readers
are advised to enlarge the figures during viewing.

After obtaining the gradient maps, we calculate their simi-
larity map K

K (x, y) = 2G J (x, y) · GS(x, y) + C1

G2
J (x, y) + G2

S(x, y) + C1
(5)

where C1 = 0.01, and it is a constant to avoid zero denomina-
tor. A larger K value indicates the higher structural informa-
tion preservation, and vice versa. Fig. 3(f) shows the similarity
map (ranging from 0 to 1) between Fig. 3(d) and (e). Clearly,
the similarity map (especially the sky region) exhibits differ-
ent appearances under two PM2.5 concentrations. Given that
natural images consist of multiple local regions with diverse
contents, and these regions suffer from different structural

2It is worth noting that the saturation map should be mapped into
range [0 255] before the gradient map calculation.

Fig. 4. Pixel values distributions of the left and right halves of Fig. 3(b).

degradations, we propose to calculate the standard deviation
Qs of the gradient similarity map to quantify the structural
information loss

Qs =


�
�
� 1

H

H


h=1

(Kh − K )2 (6)

with the mean value defined by

K = 1

H

H


h=1

Kh (7)

where Kh is the hth value in K . H is the total pixel number
in the gradient similarity map. The larger the Qs value
is, the more structural the information loses are, and thus,
the severer the PM2.5 concentration happens.

Saturation refers to the degree of color vividness. By analyz-
ing saturation, we are able to know the purity of image color.
As stated above, the particles corrupt the light rays emitted
from the scenes; therefore, the formed image is colorless
with small saturation values. Also taking the saturation map
as the breakthrough, our second consideration is how to
quantify its flat appearance from the statistical way. Fig. 4
separately shows the distribution maps of left and right halves
of Fig. 3(b). It is obvious that the distributions obtained under
high and low PM2.5 concentrations exhibit different distrib-
ution shapes. To be specific, most pixel values in Fig. 4(a)
tend to be 0, and the associated pixel number decreases with
the value increases. By contrast, those in Fig. 4(b) exhibit
unimodal, first increasing and then decreasing. Therefore,
effectively capturing such distribution characteristics may ben-
efit to estimate the degree of PM2.5 concentration. According
to observation, we simply assume that the pixel values in
saturation map could be coarsely fit by the Weibull distribu-
tion. Formally, the probability density function of the Weibull
distribution can be expressed as follows:

f (s, α, β) = β

α

�
s

α

�β−1

· e−
�

s
α

�β

(8)

where s is the response of saturation map S. α and β are two
parameters to control the shape and scale of the distribution.
Fig. 5 presents the curves under different parameter settings.
The red, black, and magenta curves are the plots of (8)
under the conditions α = 1, 3, and 5 with fixed β = 0.5.
Clearly, α determines the slope degree of the distribution.
Likewise, the red, green, and blue curves are the plots under
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Fig. 5. Illustration of the impacts of α and β on the Weibull distribution.

Fig. 6. Framework of the proposed PM2.5 concentration estimation method.

the conditions β = 0.5, 1.5, and 2.5 with fixed α = 1,
which means that β controls the scale attribute. Given the data
distribution, these two parameters can be computed via the
maximum likelihood estimation [36]. Since the pixel values
of the saturation map tend to be 0 in the case of high
PM2.5 concentration, we only adopt α to quantify the delay
degree of saturation values in this paper. As α is extracted on
the saturation distribution, it, to a certain extent, reflects the
color information. Here, we take it as another feature (denoted
as Qw) to estimate the degree of the PM2.5 concentration from
the viewpoint of measuring color information.

Based on the aforementioned discussions, we have obtained
two features. Here, we combine them to infer the primary
PM2.5 concentration Q

Q = Qν
S · Q1−ν

w (9)

where ν is the parameter to judge the relative significance
of the two components. It requires to state that Q is not the
actual value that accurately quantifies the PM2.5 concentration
but the relative value. That is to say, Q can judge the
relative PM2.5 concentration among a group of photographs.
To estimate the actual PM2.5 concentration, it requires a
nonlinear mapping procedure, which can help to improve
the performance accuracy but maintain the monotonicity of
input data. In this paper, the five-parameter logistic function
is adopted

P(Q) = τ1 ·
�

1

2
− 1

1 + e(Q−τ2)/τ3

�

+ τ4 · Q + τ5 (10)

where P(Q) is the mapped score set that can estimate
the PM2.5 concentration with the same range as that of
the instrument-based method. Parameters {τ1, τ2, . . . , τ5} are
ascertained during the curve fitting procedure. For conve-
nience, Fig. 6 gives the basic framework of the proposed
method. For the captured photograph, it is first converted into

gray-scale and saturation maps, based on which the gradient
similarity is then computed. Next, the distribution shape of
the saturation map is estimated using the Weibull distribution.
Finally, the standard deviation of the gradient similarity map
and the distribution shape parameter are combined to give the
primary PM2.5 concentration Q. The final PM2.5 concentra-
tion (in the unit of μg/m3) is estimated by feeding Q into the
nonlinear mapping function [i.e., (10)].

III. EXPERIMENTAL RESULTS

A. Experiment Protocol

1) Testing Data Set: The air quality image database (AQID)
used in [37] is selected as the test platform for the validation
and comparison. Specifically, AQID contains 750 photographs
captured by cameras under different PM2.5 concentrations in
the past three years. Multiple scenes, including square, temple,
flyover, lakes, roads, cars, parks, and buildings, are involved so
that they can approximately characterize the distributions of air
quality in natural scenes. The resolutions of these photographs
range from 500×261 to 978×550. The associated PM2.5 value
of each photograph is given through the retrieve from the
historical data of hourly PM2.5 concentration values provided
by the U.S. embassy in Beijing. These accurate values are
detected by the instrument MetOne BAM-1020, which uses
the β-ray absorption method. During image acquisition, two
basic rules are obeyed to guarantee the sample quality. The first
rule is that the image should be captured on a clear day without
the wind or with the slight wind, and the captured place
should be within a 1-km radius of an air quality monitoring
site. By restricting the wind and place, it can, to the largest
extent, ensure that the retrieved PM2.5 value associated with
the captured image is approximate to the real PM2.5 value
reported by the monitoring site. The second rule is that
the captured image must contain sky, which approximately
occupies the top 1/3–1/2 area of the image, and avoid to
facing the sun. This is used to avoid the image captured
indoor and based on the consideration that the sky region is
sensitive to the PM2.5 concentration. For the whole data set,
the PM2.5 concentration values range from 1 to 423 μg/m3.
(A lower value indicates the better air quality.) Fig. 7 presents
some examples and plots the histogram of the PM2.5 values
in AQID.

2) Evaluation Criteria: The performance can be evaluated
and compared among different objective methods from two
aspects, i.e., the prediction error and monotonicity. In this
paper, we adopt the root-mean-square error (RMSE) to mea-
sure the prediction error. By definition, the RMSE can be
expressed as follows:

�R =


�
�
� 1

Z

Z


z=1

(γz − Az)2 (11)

where Z = 750, and it is the number of images in the test
data set, γz is the estimated score of the zth photograph by
an objective method. For the proposed method, P(Qz) = γz .
Likewise, Az is the real PM2.5 value associated with the
zth photograph.
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Fig. 7. (a) Examples of the testing data set. From the first to the last
columns, the PM2.5 values are within [0 50], [51 100], [101 200], [201 300],
and [301 423] (the unit is μg/m3), respectively. (b) Histograms of PM2.5 con-
centration values in AQID.

We also utilize the Spearman rank-order correlation coeffi-
cient (SRCC) and the Kendall’s rank-order correlation coeffi-
cient (KRCC) for validating the prediction monotonicity. The
SRCC is formally calculated by

�S = 1 − 6
�Z

z=1 d2
z

Z(Z2 − 1)
× 100% (12)

where dz is the difference between the zth values ranks in γ
and A. KRCC can be computed as

�K = 2(Zc − Zd)

Z2 − Z
× 100% (13)

where Zc and Zd are the numbers of concordant and dis-
cordant pairs across the data set. It is worth noting that an
effective method should obtain high values in �S and �K

(with the maximum value is 100%) and a small value in �R

(with the ideal value is 0).
3) Parameter Settings: In the proposed method, only one

parameter ν in (9) should be determined before comprehensive
experiments. Actually, ν controls the relative significance
between the two parts, i.e., QS and Qw . To gauge its
suitable value, we set it from −1.001 to 1 in an interval
of 0.05 and report the associated KRCC, SRCC, and RMSE
values in Fig. 8. Through observation, we find that the KRCC,
SRCC, and RMSE values tend to be gentle with good results
when ν ranges from −1 to 0.2, and change greatly when
ν ranges from 0.2 to 1. Therefore, we set ν as −0.56 to
simultaneously obtain good KRCC, SRCC, and RMSE results.
Besides, according to the descriptions in Section II-B, one
may find that QS and Qw are not sensitive to image size.
Hence, the image size is downsampled by 8 for reducing the
implementation time.

Fig. 8. Performance varies with different ν values. (a) KRCC and SRCC
and (b) RMSE.

TABLE I

NUMERICAL COMPARISON RESULTS AMONG DIFFERENT METHODS.
THE TOP TWO RESULTS OF EACH CRITERION ARE

HIGHLIGHTED IN BOLD FACE

B. Performance Comparisons

Given that the proposed method is proposed by analyzing
image characteristics, in this paper, 11 methods designed
for measuring image variations are selected as compet-
ing objects to fully validate the effectiveness and superi-
ority of the proposed method. Based on the application
scenarios, they can be broadly divided into three cate-
gories. The first category contains three lately designed
methods for characterizing image naturalness, such as
NIQE [38], IL-NIQE [39], and LPSI [40]. The second cate-
gory involves recently proposed state-of-the-art methods for
measuring image contrast and blurriness/sharpnesss, including
NIQMC [41], FISH [42], BIBLE [43], JNB [44], CPBD [45],
MLV [46], and BIQME [47]. The third category contains one
recently proposed PM2.5 concentration prediction method,
PPPC [37]. (Since we fail to obtain the source codes of
works [22]–[24] and it is hard to recode them according to the
limited description in the associated papers, no comparison is
conducted with them.) The reason behind these selections lies
in that particles attenuate the light rays via scattering, and the
scattered part is captured by the electronic camera. As a result,
the formed photograph has poor appearance compared with the
original scene, such as low contrast, lacking naturalness, and
losing structures. Among the aforementioned three categories,
the first one performs well on measuring image naturalness.
The second category is competent for gauging high-frequency
components, which are able to reflect the contrast and struc-
tural information.

Table I tabulates the experimental results on the AQID
database. For convenient viewing, the top two results in
each criterion are highlighted in boldface, and the rank is
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Fig. 9. Scatterplots. In each scatterplot, x-axis presents the estimated scores by an objective method and y-axis shows the associated PM2.5 concentrations.
The blue line indicates the case of ideal prediction. For convenient comparison, we also present the scatterplots of PPPC, the proposed method, and the
combined method in (h).

also given regarding the comparison among SRCC values.
(Actually, the proposed method always ranks 2 no matter
which evaluation criterion is used. Here, we just report the
result in case of SRCC due to the limited space.) According
to the data, we have the following observations. On the one
hand, it is obvious and excited that the proposed method
occupies the second place with good performance among all
competing methods and is slightly inferior to PPPC (with
approximately 3% performance drop on SRCC and KRCC
values, respectively). The obtained SRCC and KRCC values
are, respectively, over 78% and 58%, which leave a large room
for improvement to the second runner-up (i.e., BIQME). More
concretely, the proposed method has acquired approximately
25% SRCC gain and 21% KRCC gain compared to BIQME.
On the other hand, the methods in the former two categories
exhibit obviously different performance; therefore, none of
the two categories has the full confidence to estimate the
PM2.5 concentration effectively. Among them, the second cat-
egory seems to be with slight superiority than the first category.
However, it is far from securely utilizing these methods in
that category for the PM2.5 concentration estimation due to
the disappointing performance. In contrast, the PPPC and the
proposed method obtain higher prediction monotonicity and
lower prediction error; they are competent for solving the
PM2.5 concentration estimation problem.

Reasonable explanations can be attributed to the follows.
First, methods in the first category hold the hypothesis that
the variations of pixel values may cause the change of nat-
ural images’ specific regularity (denoted by the naturalness),
and the degree of variations (caused by distortions such as
blurriness, blockiness, and noise) has a direct relationship
with that of regularity change [48]. Hence, these methods
can effectively measure the distortion degree related to image
naturalness. However, particles corrupt the light rays and
accordingly induce different impacts on the image appearance

compared with traditional distortions, whether the appearance
change relating to the regularity change is still unknown.
Therefore, it is acceptable that these methods in the first
category show their incapacity for PM2.5 concentration esti-
mation. Second, these methods in the second category focus
on measuring edge variation and contrast change, which
are the main characteristics of blur and contrast distortions.
In reality, the image captured in the high PM2.5 concentration
not only contains edge variation but, in particular, loses
edges, generates unordered faked small edges, and reduces
color information, as shown in Fig. 3(a). As a result, sim-
ply measuring the sharpness or contrast on gray-scale map
is insufficient. In contrast, PPPC and the proposed method
address the concentration estimation problem by observing
and measuring the difference between images captured under
high and low PM2.5 concentrations. Specifically, PPPC builds
a statistical model by analyzing quantifies of photographs
captured under different PM2.5 concentrations. The proposed
method tackles the estimation problem by extracting features
to gauge color and structural information loss, which are
sensitive to PM2.5 concentrations. Hence, both PPPC and the
proposed method obtain promising performance.

Apart from the numerical results, we also provide the
scatterplots to straightforwardly visualize the comparison,
as shown in Fig. 9. Only the top five competing methods
are selected by considering the prediction results tabulated
in Table I. In each scatterplot, x-axis presents the estimated
scores by an objective method and y-axis shows the associated
PM2.5 concentrations. The blue line indicates the case of ideal
prediction. It is clear that PPPC and the proposed method
are superior to other competing methods with impressive
monotonicity and convergency along the blue line. Specifi-
cally, the estimated scores of the proposed method range from
0 to 300, which is approximate to the range of real measured
PM2.5 concentrations in the AQID (ranging from 0 to 423).
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In contrast, some methods, e.g., PPPC and NIQMC, have
narrower range and are bounded by certain values. This may be
attributed to that the extracted features in PPPC and NIQMC
have limited ability for quantifying severer distortions. As a
result, for the image captured under a higher PM2.5 concentra-
tion, PPPC and NIQMC lose their effectiveness. Apparently,
it would be more accurate when the estimated scores and the
ground truth have the same range. A larger range difference
indicates larger prediction error. In this sense, the proposed
method is more suitable for PM2.5 concentration estimation
due to its broader response range.

As discussed above, PPPC and the proposed method lead
these competing methods. Here, we further investigate whether
these two leading methods can be integrated to generate a
more effective one. To this aim, we first combine the feature
Q calculated by (9) and the extracted feature Q P in PPPC

U = Qτ · Q1−τ
P . (14)

Then, the U is feeded into (10) to estimate the PM2.5 con-
centration. Here, τ is set as −0.96. Experimental results show
that the combined method can obtain �S = 83.99% and
�K = 63.57%. By comparing the results in Table I, one
can find that the combined method is superior to all methods
and brings approximately 2% performance gains in SRCC and
KRCC compared with PPPC. Therefore, it is more suitable
for the application focusing on effectiveness. For convenient
viewing, we also present the scatterplot of the combined
method in Fig. 9(g).

C. Run Time

In addition to effectiveness, efficiency is also an important
factor for the comparison. A fast algorithm is more desired
in practical applications. In this section, we investigate the
run time of the proposed method and compare it with all
competing methods. For fairness, all methods are implemented
with the source code released by the associated authors on the
same test environment (MATLAB2016b on a 64-bit desktop
computer with Intel E5-1650 at 3.2-GHz CPU processor and
32-GB internal memory). The run time is recorded as the
mean time required for the overall 750 photographs in the
test data set. The last column of Table I gives the results.
Obviously, the proposed method works very efficiently and
is faster than all competing methods. Concretely, it only
consumes 0.0164 s for processing a photograph and is almost
three times faster than PPPC. Given that most smartphones
support for high-definition images and their processors are
usually lower than the test desktop computer, more time is
required to implement these algorithms in real applications.
In view of this, our method has an advantage than competing
ones.

D. Discussion

It is a new attempt to estimate the PM2.5 concentration
by a photo-based method, with which, people can sufficiently
exert the electronic camera and accessible network to mon-
itor and share the concentration information anywhere and
anytime. This paper proposes a novel method via analysis of

image characteristics. The success of the proposed method lies
in that it estimates the color information on the saturation
map and the structural information by computing the gradient
similarity map between gray-scale and saturation maps. Exten-
sive experiments have validated its effectiveness and efficiency.
Specifically, the proposed method is slightly inferior to PPPC
but is more efficient than PPPC. By combining it with PPPC,
we obtain a more effective one. Hence, we can select either
it or the combined one in view of whether the application
focuses more on effectiveness or efficiency. It is worth noting
that, there are some limitations to the proposed method.

1) One critical hypothesis held in this paper is that the
PM2.5 concentration is a good indicator for reflecting
the total suspended particles, and a high concentration
denotes a high total suspended particle degree. Actually,
the particles are quite complex, and PM2.5 is just one of
them. It is still unclear whether the PM2.5 concentration
and total suspended particles have the monotonous rela-
tionship. Despite this, we can still obtain encouraging
performance using this simple hypothesis, which indi-
cates that we are in the right direction for addressing
the problem in this paper. It might improve current per-
formance if we know the accurate relationship. Another
hypothesis is that the pixel values of the saturation map
can be coarsely fit by the Weibull distribution according
to observation. In fact, some images do not strictly
obtain such hypothesis due to the content variations.
Nevertheless, we can still obtain considerable results via
the use of such coarse fitting, because it, to some extent,
can quantify the distribution shape and accordingly
estimate the PM2.5 concentration degree. To improve
performance, more precise fitting is required in the
future.

2) In addition to particles, the image characteristics can also
be affected by other factors, such as the compression
caused by the camera, the quality of the sensor in the
camera, the angle of the camera to the sky, time of
the day, season of the year, weather, and so on. Each
factor has the individual impact on the characteristics.
In this paper, we simply assume that the characteristics
are merely affected by particles but without other fac-
tors. Therefore, the proposed method only estimates the
PM2.5 concentration coarsely. To improve the accuracy,
we must, to the largest extent, eliminate other elements’
(except particles) impacts by obeying some rules during
implementing the proposed method. First, it should
avoid facing the sun when we capture a photograph.
Naturally, a user can capture a sequence of photographs
within 1 s, and choose anyone for the test on the premise
of the selected one is normally exposed. The smartphone
can be held by hand or stand without an obvious jitter.
Second, the captured content should include the sky, and
the sky region occupies the top 1/3–1/2 of the pho-
tograph. Third, we should avoid testing in sandstorms
and foggy weather, because the fly ash and fog also
have impacts on light scattering. The present method is
incapable of distinguishing them. Fourth, a test should
be conducted in the daytime. Sunlight is not available
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but artificial light when capturing photographs at night.
Since sunlight and artificial light have entirely different
spectra, they may have different interactions with the
particles. The current method may be not suitable for
the night environment. Last, it encourages using a rela-
tively high-quality camera to capture images, because a
low-quality camera would cause more distortions on the
image.

We do not expect that the proposed method will replace
the professional PM2.5 measurement equipment, but use it
to guide people to stay away from the suspected air pol-
lution and promote the air pollution awareness. To keep
this interesting topic going, we can conduct future work
from the following aspects. First, more haze-sensitive fea-
tures derived from the dark channel prior can be adopted
and integrated into the proposed method for performance
improvement [22]–[24], [49], [50]. For instance, we can sim-
plify the imaging model under haze by utilizing the dark chan-
nel prior and derive the transmission matrix as a feature for
PM2.5 concentration. Also, we may segment the photograph
into sky and nonsky regions based on the dark channel prior.
The proposed method can be further modified on different
regions. Second, more refined features should be considered
in estimating color and structural information. For example,
a more precise fitting method is required for quantifying the
distribution shape of saturation map. Third, how sensitive is
the proposed method to the test environment, such as the light
intensity, humidity, camera angle, camera quality, time of the
day, and season of the year, remains an open issue. More
careful attempts are required to analyze each factor in the
future. Last, the accurate relationship between PM2.5 and total
suspended particles should be investigated and accordingly
considered in the proposed model.

IV. CONCLUSION

In this paper, we attempt to estimate the PM2.5 concentra-
tion by designing a photograph-based method. By observation,
it is found that the saturation map is sensitive to air quality,
exhibiting entirely different appearances under high and low
PM2.5 concentrations. Specifically, it loses structures and most
pixel values tend to be 0 under a high PM2.5 concentration.
On this basis, we first compute the gradient similarity between
the saturation and gray-scale maps to quantify the structural
information loss. Then, utilizing the Weibull distribution to
fit the saturation map, we are able to derive a value to
estimate the color information. Finally, the PM2.5 concen-
tration of an image can be estimated via the combination
of the aforementioned two features followed by a nonlinear
mapping procedure. Both numerical and visualized results on
real captured data validate the effectiveness and superiority of
the proposed method in comparison with the relevant state-
of-the-art methods. In addition, the proposed method is very
efficient.
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